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Scientific progress will be 
completely unconstrained 
by the physical location of 
instruments, people, 
computational resources, 
or data.   

Mission network 

Vision: 
Accelerate Scientific Discovery  
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Science is a conversation… 
High Energy physicists worldwide discover 
the nature of matter by analyzing data from 
CERN thus helping create new materials 
and quantum technologies to solve 
tomorrow’s critical energy problems 

2012 Nobel prize  
for the discovery of 
the Higgs Boson 
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…a critical conversation 
Climate and Life scientists worldwide analyze 
the data collected by sensors and simulations to 
prevent disaster and improve the quality of life   

Data from ARM user facility 
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…a global conversation ESnet collaborates with research networks 
worldwide to create a global observatory 
helping develop a deeper understanding  how 
our universe was formed and our place in it 

The Vera C. Rubin Observatory Project 
Cerro Pachón, Chile 

Palomar Observatory,  

San Diego County, California, USA 

PTF 11kly,  
dubbed as Supernova 
of a Generation 
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Serves connectivity needs of all DOE National Labs 
>70,000 
lab staff 

The Department of Energy’s 17 National Laboratories are powerhouses of science and 
technology whose researchers tackle some of the world’s toughest challenges. 
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The ESnet user facility: 
Data-circulatory system for all 28 SC facilities*  

Energy Sciences Network (ESnet) 

Argonne Leadership Computing 

Facility (ALCF) 

Oak Ridge Leadership Computing 

Facility (OLCF) 

National Energy Research Scientific  

Computing Center (NERSC) 

ASCR High End Computing 
(HEC) 

ASCR High Performance 
Scientific Network 

National Spherical Torus Experiment 

- Upgrade (NSTX-U) 

DIII-D National Fusion Facility (DIII-

D) 

FES 

Facility for Advanced Accelerator 

Experimental Tests (FACET) 
Fermilab Accelerator Complex Accelerator Test Facility (ATF) 

HEP 

BER 

Joint Genome Institute (JGI) 
Environmental Molecular Sciences 

Laboratory (EMSL) 

Atmospheric Radiation Measurement 

(ARM) user facility 

Advanced Photon Source (APS) Linac Coherent Light Source (LCLS) 
Stanford Synchrotron Radiation Light 

Source (SSRL) 
Advanced Light Source (ALS) 

National Synchrotron Light Source II 

(NSLS-II) 

Center for Functional Nanomaterials 

(CFN) 

Center for Integrated 

Nanotechnologies (CINT) 
The Molecular Foundry (TMF) 

Center for Nanophase Materials 

Sciences (CNMS) 

Center for Nanoscale Materials 

(CNM) 

Spallation Neutron Source (SNS) High Flux Isotope Reactor (HFIR) 

BES X-Ray Light Sources 

BES Nanoscale Science Research Centers (NSRCs) 

BES Neutron Scattering Facilities 

Relativistic Heavy Ion Collider (RHIC) 

NP 

Argonne Tandem Linac Accelerator 

System (ATLAS) 

Continuous Electron Bean 

Accelerator Facility (CEBAF) 

Facility for Rare Isotope Beams 

(FRIB) 

>30,000 
science 
users 
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Network traffic growing exponentially 60% yearly since 1990 

1.4 Exabytes 
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PB 

>1.4 
Exabytes 
past 12 
months 
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Evolution of the ESnet over the past 30+ years 

        
Magnetic Fusion 
Energy Network 

(MFENET) 
[1976 - 1986] 

1970s 1980s 1990s 2000s 2010s Present 

ESnet1 
[1986 - 1994] 

Building an open 
standards network 

• IPv4 
• BGP 

ESnet2 
[1994 - 2000] 

Adopting emerging 
technologies 

• ATM 
• IPv6 
• Video Conf 

Services 

ESnet3 
[2000 - 2006] 

Building predictable 
network services 

• QoS and TE 
(MPLS) 

• OSCARS 

ESnet4 
[2006 - 2011] 

Deploying purpose 
build architectures 

• Science Data 
Network (SDN) 

• ScienceDMZ 
• perfSONAR 

ESnet5 
[2011 - 2022] 

Expanding the network 
breadth and depth 
• OLS operations 
• Transatlantic 

connectivity 

1970s 1980s 1990s 2000s 2010s Present 

ESnet6 
[2022 - TBD] 

Developing comprehensive 
network automation and 
visibility capabilities 
● Greenfield Build 
● Orchestration/Automation 
● High-Touch 

ESnet 
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ESnet6: the project 
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Goals of ESnet6 project 

Manage Exponential 
Data Growth 

• Cost-effective design 

• 5 - 7 years operation 

• Just-in-time capacity 

Increase resiliency 
and reliability 

• Scientific progress 
impeded by lack of 
network availability 

• Protect against malicious 
behavior 

Lay foundation to 
handle future 
science workflows  

• Enable custom science 
workflows and services 

• Allow integration of new 
technologies 
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• First greenfield design and build of the 
entire network by ESnet team 

• First time implementing and operating 
the optical layer 

• ~10x increase in coordination, 
communication and reporting due to 
the Pandemic 

• ~Zero unplanned downtime, and 
limited off hours planned downtime 

Thanks to strong support from ASCR/DOE 
and Congress 

Transformative but challenging project 

..and we are deconstructing the older plane and 

transferring the passengers to the new one in parallel 
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CD 4 IPR 

ESnet6 Project: Six years from concept to done 

CY2017 CY2018 CY2019 CY2020 CY2021 CY2022 

R&D 

Architecture 

Review 

Conceptual 

Architecture 

Selection 

Optical Core Build 

ESnet5.5 

Service Starts 

 

Optical Build Substantially Complete 

ESnet5 Optical Decom Starts 

Forecast 

Early 

Finish 

Packet & Low 

Touch Build HighTouch Build 

ESnet5 Packet 

Decom Starts 

Conceptual 

Design Review 

CD 1/3a IPR 

Final 

Design 

Review 

R&D and Design 

ESnet6 

Service Starts 

CY2023 

Project delays due to COVID 

CD 2/3 IPR 

Threshold KPP 

Achievement 

CD 4 ESAAB 

Approval 

CD 0 
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ESnet6: design and  implementation 
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“Hollow” core combined with programmable, smart edge, orchestration and monitoring enables 
automated, custom, science workflows and proactive management  of infrastructure 

ESnet6 design represents a transformational change in the way 
science networks are built 

Smart Services Edge 
Programmable, Flexible, Dynamic 

”Hollow” Core 
Programmable, Scalable, Resilient 

Orchestration and 
Automation 

Measurement 
and Monitoring 
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“Hollow” core combined with programmable, smart edge, orchestration and monitoring enables 
automated, custom, science workflows and proactive management  of infrastructure 

ESnet6 design represents a transformational change in the way 
science networks are built 

Smart Services Edge 
Programmable, Flexible, Dynamic 

”Hollow” Core 
Programmable, Scalable, Resilient 

Orchestration and 
Automation 

Measurement 
and Monitoring 

Simple network core focusing in 

minimal processing and high-speed 

data movement between the edges 
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“Hollow” core combined with programmable, smart edge, orchestration and monitoring enables 
automated, custom, science workflows and proactive management  of infrastructure 

ESnet6 design represents a transformational change in the way 
science networks are built 

Smart Services Edge 
Programmable, Flexible, Dynamic 

”Hollow” Core 
Programmable, Scalable, Resilient 

Orchestration and 
Automation 

Measurement 
and Monitoring 

Simple network core focusing in 

minimal processing and high-speed 

data movement between the edges 

Innovative edge, providing 

standard and custom services 

with programmability 
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“Hollow” core combined with programmable, smart edge, orchestration and monitoring enables 
automated, custom, science workflows and proactive management  of infrastructure 

ESnet6 design represents a transformational change in the way 
science networks are built 

Smart Services Edge 
Programmable, Flexible, Dynamic 

”Hollow” Core 
Programmable, Scalable, Resilient 

Orchestration and 
Automation 

Measurement 
and Monitoring 

Unprecedented 

visibility into the 

network through 

telemetry 
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“Hollow” core combined with programmable, smart edge, orchestration and monitoring enables 
automated, custom, science workflows and proactive management  of infrastructure 

ESnet6 design represents a transformational change in the way 
science networks are built 

Smart Services Edge 
Programmable, Flexible, Dynamic 

”Hollow” Core 
Programmable, Scalable, Resilient 

Orchestration and 
Automation 

Measurement 
and Monitoring 

Orchestration and automation framework 

to provide consistency, reliability and to 

change the paradigm on how networks 

are built and run 
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Enough base capacity and ability to cost-effectively add more provides unconstrained access 
to data, no matter how big or distributed 

ESnet6 lays the foundation for future of data-intensive DOE science 

● 15,000 miles of fiber across the continental US 
 

● 300 leased colocation spaces installed with ESnet 
optical equipment 
 

● 46.1 Tbps aggregate capacity deployed  
 

● 400Gbps - 1 Tbps services available 
 

● New fiber spans acquired to increase reliability and 
reduce latency 

SEAT 

BOIS 

SALT 

SACR 

LBNL50 

LBNL59 

SLAC50N 

SLAC50S 

EQXSV5 

SNLACA 

LLNL 

SUNN 

LOSA 

LASV 

SAND 

DENV KANS 

ELPA 

HOUS 

EQXDA3 

ALBQ 

CHIC 

EQXCH2 
FNALGCC 

FNALFCC 

ANL221 

ANL541B STAR 

BOST 

NEWY118TH 

EQXDC4 

WASH 

NASH 

CHAT 

ATLA 

NEWY32AOA 

BNL515 

BNL515B LOND 

AMST 

CERN513 

CERN773 

100-200G 
400-500G 
600-700G 
800-900G 
1TB+ 
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High Precision telemetry platform forms a packet microscope that can examine 300 million packets 
per second per node 

ESnet6 built capabilities not presently available in commercial products 

src = 128.55.224.* 
dst = * 
sport = 80 
dport = * 

ingress 
packets 

egress 
packets 

egress 
packets 

● Ability to choose and follow the flows we want to look at with this 
‘packet microscope’ and ‘packet GPS’ functionality 
 

● Build capabilities of advanced diagnostics and debugging with packet 
traces and precision nanosecond timestamps 
 

● Instead of a sampled view (industry standard today), we can get 100% 
visibility into the flows that we choose to monitor 
 

● Enables us to do continual performance monitoring especially needed 
with Tbps real-time flows from instruments to supercomputers within 
the Superfacility/IRI umbrella 
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Rationale for investing in software to enable orchestration and automation 
Broad vision for a facility software architecture that will drive the next generation of services and allow 
the facility to scale up inline with the exponential growth of data, instruments and compute 

Provisioning 
● Workflow 

orchestration 
● Automated 

provisioning 

 
 

Assurance 
● Fault management 
● Root cause analysis 
● Incident 

management 

Analytics 
● Time series data 
● Streaming telemetry 
● High touch 

telemetry 
● Traffic planning 

Security 
● Audit logging 
● Black hole routing 
● IP prefix 

monitoring 

Unified Data Model 
• Intent     • Discovery     • Topology 
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● Consistent configuration of the infrastructure for 
complex user services 
 

● Well designed and tested methods for service 
deployment and ongoing management 
 

● Reduce probability of human error 
 

● Enhance network reliability 
 

● Enable engineers to focus on design rather than 
deployment 

Orchestration and automation to enable the seamless integration of user 
facilities and research infrastructure 
Automation allows us to proactively and automatically manage configuration of the network 
and its services with ability to manage and redirect giant flows of science data 
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Lab, Berkeley Site Office, Project Management Office, DOE Program Managers and Project Office,  

Finance, Management, R&E partners, ESCC and many more 
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Thank you! 
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ESnet6 success as a project is due to the people that contributed 

•First DOE 413.3 Project for the User Facility 

First greenfield build of the entire network 

First time for ESnet folks to design, build and manage Optical Infrastructure 

Hiring and growing the team virtually more than 50%  

Dealing with 10x increase in coordination and reporting due to Pandemic 

Nearly zero unplanned downtime and minimal planned downtime 


